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Synopsis

Using music & performance as metaphor to explore the intrinsic 
societal complications imposed through unfettered use and 
cross-pollinations of hostile architecture and algorithmic control 
systems. 

Alternatively:
An exploration of algorithmic approaches to prevention of 
intentional habits, there-by forcing new personal approaches to 
musical performance. 

Abstract:

Within  the world  of  the built  environment,  there is  a  term known as 
hostile architecture.  This  refers  to  designs  purposed  with  preventing 
individuals  from  utilizing  a  space  beyond  desired  intention,  or  in 
manners deemed unappealing. Often this manifests as forms of physical 
barriers or protrusions hindering common uses such as rest or activity 
for all out of apprehensions of the perceived misbehaviors of few. This 
adversarial  approach  is  as  well  used  as  a  means  to  train  machine 
learning algorithms by providing a negative to prove the quality  of  a 
positive.  Just  as  the  communities  around  these  hostile  architectural 
designs  find  ways  to  move  in  and  around  them,  so  to  do  these 
algorithms  find  their  way  to  a  relative/desired  truth.  This  research 
envisions  hostile/adversarial  software architectures  as  a  design 
foundation to  shape performance and force or  direct  performers into 
new patterns by preventing,  modifying or  penalizing those behaviors 
common to them.
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Hostile architecture

History

Hostile  architecture is  an  urban  design  strategy  that  uses  ele-
ments of  the built  environment  to  purposefully  guide or  restrict 
behavior.

It  might  be  more  honestly 
stated that its speci�c intent is 
to wholly prevent behavior as it 
could  hardly  be  said  the  ele-
ments provide any guidance to 
an alternative. For this reason 
it  has  acquired  the  current 
view of  such interventions  as 
hostile.  Typically,  this  is  in  re-
gards  to  a  perceived  undesir-
able  behavior-  often  [rather 
problematically stated] as pre-
venting  an  unwanted  public 
nuisance, such as skateboard-
ing  or  homelessness.  More-
over, this form of design seeks 
to penalize a behavior without 

any understanding of root causes or any attempt at  address to 
said root causes. As something which takes its forms within the 
realm  of  public  (or,  quite  often,  overlapping  public-use  private) 
space, it tends to extend its effects beyond those targeted by the 
design. This can be found in wildly uncomfortable park benches, 
an intentional  lack of  protective bus shelters,  or  the removal  of 
seating from train stations – each exists to prevent the comfort of 
loiterers or sleep of the homeless, but no less prevent the civic en-
joyment of those for whom they are ostensibly designed. A further 
critique can be found in that, in their non-address of root causes, 
their use merely displaces the action from speci�c locations (pub-
lic and private) and into alternative (public and private) locations, 

Figure 1: An anti-bandito hump or “Pissotte” in 
Venice. (Photo by author)
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although many novel solutions can be found where-in these de-
signs  have  simply  been overcome.  Often  they,  through their  at-
tempt to hide-through-prevention a given activity, they accentuate 
it  through  their  perpetual  presence  even  in  the  absence  of  the 
given behavior.

Examples

1. Spikes – One of the most common examples used. The inclu-
sion of an array of spikes or studs on rails, ledges and ground 
surfaces is employed to prevent common uses such as sitting, 
laying or sliding.

2. Bench dividers – The separation of the long space is intended 
to minimizes use to exclusively the upright seated position

3. Angled seating – These designs operate  to  minimize seated 
comforts of long-term use. This has been extended by corpo-
rate o2ces to toilet designs such as the Slanty to minimize the 
break time of workers.(Pinkser, 2019)

4. Corner de4ectors – In use at least since the 19th century in Eng-
land, and further back in Italy – these corner nubs serve a pri-
mary purpose as preventative measure against public urination. 
In Italy they have as well been considered a design to minimize 
the ability of muggers to wait hidden in corners. 

Figure 2: Ledge spikes. (Paydah)
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Figure 3: Bench rails to prevent horizontal relaxation. (Pinki, H.)

Obstacles overcome

Such designs have not escaped scrutiny. Neither have they been 
wholly useful. Several groups have taken to guerrilla approaches to 
simply, illegally remove these where possible through sawing off 
rails or unfastening of spikes. Many of those for whom these inter-
ferences  are  designed  have  been  quite  capable  of  navigating 
means  to  enjoy  utilization  of  the  space,  whether  it  be  through 
something as simple as placing a mattress upon spikes to sleep. 
Meanwhile, skaters have found designs targeting them as much a 
challenge as an opportunity to inspire new styles, demonstrating 
that designs discouraging one undesired behavior may inspire an-
other.  These  same  skaters  having  taken  readily  to  grinding  on 
angled benches intended to prevent long-term seated comfort. 

Hostile architecture as artistic approach

These interventions are at best a nuisance to those targeted, if not 
a direct frustration to all  others. Yet it is easy to see how these 
same attempts to shape behavior frequently fail at their purpose 
through the inherent improvisations of the public in their interest in 
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common use of common space. Here, I use this very aspect of hu-
man jazz-recontextualization as a metaphor within the �eld of soft-
ware architecture. There are already coined terms for this form of 
contrarian design – “dark patterns” and “nag-ware” being two ex-
amples1 – among other such terms that exist to express software 
design  that  exists  to  prevent  the  user  from  being  able  to 
comfortably use the software in the manner intended. 

Given these software designs – intentionally contrarian to user in-
tent – it is perhaps interesting that the synonymous term of the ad-
versarial is  used in  an array  of  methods used to  train  machine 
learning algorithms. As will be explained in greater detail, this in-
corporates both attempts to �nd faults in learning models as well 
as using error for improvement of model training.

Between these, this work considers utilization of the concepts of 
the architectural through software-based interventions as a means 
to  inspire  alternative  performative  practice.  Artists,  musical  and 
otherwise,  frequently and understandably �nd patterns they like. 
Even within improvisation this comes from a learned response of 
which  elements,  sound  and  techniques  engage  both  artist  and 
audience. 

There are often hindrances within any artistic approach. They re-
quire frequent, improvised work-arounds. Performatively, these can 
include equipment failures, physical ailments, or the unpredictable 
weather  of  an outdoor function.  The responses can range from 
mild reworking of the planned performance to full cancellation of 
the function. What this work proposes is that the work’s intent  is 
the interference. By presenting a barrier against the performer, it is 
required that they change their technique. What’s more, by incorpo-
rating  modern  computational  approaches,  the  natural  habit  of 
de�ning new habits can be discouraged by a constantly updated 
learning of the new variations and providing constantly updating 

1 These are listed here merely as example concepts. Much can be written about them and their 
further relations to the idea of the physically hostile structure. I leave them here without further 
explanation as each, especially “dark patterns,” require a more robust background than should be 
included in this overview to adequately address. A perhaps too-brief explanation is that dark 
patterns obfuscate intent through design to drive intended behavior, where-as nag-ware interferes 
with interaction the interruption. The reader is encouraged to explore further.



8    Background ▶ Hostile architecture

encumbrances.  These  can  result  in  a  mutual  relationship  of 
training, torture and inspired improvisation.

Teaching the student : training the machine
In a basic approach to learning we have multiple layers of cogni-
tion, often categorized in a hierarchical fashion ranging from those 
with which we are fully aware of to levels for which we lack ade-
quate knowledge or consciousness to express in any but the most 
abstract  of  terms.  Through each of  these (non-de�nitive)  levels, 
one can attribute speci�c learning elements. At the most low-level 
we are not (to our general awareness) learning to make our hearts 
beat, or our lymphatic system to 4ow. As we proceed through the 
hierarchy we can become more aware of what we are doing – and 
thus more able to adapt those levels. In, “The Emotion Machine,” 
Marvin Minsky writes in references a prior diagram[Figure 4]

...self-re	ection has limits and risks. For any attempt to inspect your 
thoughts is likely to change what you're thinking about. It is hard 
enough to describe a thing that keeps changing its shape before your 
eyes-and surely it is harder yet to describe things that change when you 
think about them. So you're virtually certain to get confused when you 
think about what you are thinking now-which must be one of the things 
that make us so puzzled about what we call "consciousness," (Minsky, 
2006. p.145)

These complications expand when we incorporate any instructor 
into the paradigm, as this complexity becomes intertwined. What 
then, if the instructor is the instrument – and further, what then 

Figure 4: Summary of the organization of human mind (Minsky, 2006. p.29)
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when the instrument is itself learning from the performer? As dis-
cussed in the next paragraphs, several attempts at producing in-
struments that aid as instructional tools have been designed (and 
in�nitely more software packages, not discussed), but these differ 
not only in the intent of aid rather than impediment, but in that they 
do not restructure themselves based on their use. Thus, there is 
not variation in their relationship to the hierarchies of learning any 
more than a traditional, non-responsive instrument would provide 
simply through its sound.

In the interactions generally built between a performer and instru-
ment there is a direct, if non-linear, relationship from practice to re-
sult.  The  feedback  cycle  is  simple  –  relying  on  either  the 
performer’s own auditory assessment in rehearsal, or the assess-
ment (direct or interpreted) of the audience. There is no response 
from the device as to what the performer should or should not do. 
In the inclusion of such a layer, there is an addition point of inter-
pretation, which itself yields a further point of failure. With a four 
point interaction, there is no long a pure cycle as the exponent of 
any additional point(s) require(s) intersections or dimensions.[Figure
5] This speci�c extra node exerts itself  as a negative in4uencer, 
however.  Instead  of  reinforcement  towards  success,  it  actively 
�ghts towards failure. Perhaps if, as David Zicarelli writes, “failure 
tends to be far more interesting than success,” (Zicarelli, 1999, from Cas-

cone, 2002) this tension might be used to produce a more intriguing 
performative structure through the cross-instruction between the 
performer and the performed. 

Figure 5: [A] A simple feedback cycle as per performer, instrument, audience. [B]An addi-
tional node, such as an instructor, doubles the edge count. [C] Represented then in tetrahe-
dral 3-space. Further in3uences operate as additional variables/dimensions, increasing 
edges exponentially. 
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Computer aided learning & instruction
Learning to play an instrument is intrinsically multimodal. It usually in-
volves learning music notations via the visual system, memorizing the 
tones via the auditory system, and mastering the performance skills via 
the motor system. Though visual and auditory interfaces, such as sheet 
music and recordings, have long been used to assist music learning, 
haptic interfaces that are able to reproduce motion expressions have 
just been invented in the recent years. ... In general, haptic interfaces 
offer guidance via tactile or kinesthetic perception: tactile perception is 
vibrations or pressure conveyed through the skin, while kinesthetic per-
ception is receptors in muscles and tendons that allow us to feel the 
pose of our body. (Zhang, 2019)

Several attempts have been made to using a combination of com-
putational and interface-based approaches to improve a learner’s 
skill  at  an  instrument.  These  designs  have  included  those  that 
work only to measure the student’s performative skill, such as on 
the piano (Huang, 2008), those providing guiding force to the user (Fujii, 
2015. Zhang, 2019) and those which use a combinatory approach to 
detect performance error and use haptic and visual cues to inform, 
correct, or hint to prevent possible error.  (Chin & Xia, 2022) These ap-
proaches are thus-far based on interpretations of a composition. 
They can only detect how correct a performer is in the domains of 
timing and note accuracy. As such, they are incapable of learning 
to interpret an improvised performance – or even one which is pre-
composed, but for which it has not in some way ingested the score 
– leaving out further considerations that these prior references as-
yet lack considerations of complex instruments, let-alone multi-in-
strumentation. For such, a machine learning approach is required. 
These prior studies do inform of two useful components to this re-
search.  The  �rst  is  means to  measure  and interpret  performed 
notes. The second is inspiration on potential mechanisms to guide 
the  performers  movement,  as  will  be  noted  in  the  section  on 
instrument-based interventions.
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Machine learning

Machine learning is a branch of compu-
tational  science  that  focuses  on  algo-
rithms  which  produce  a  result  that 
varies based on some form of learning 
from assigned  inputs.  These  are  best 
known,  at  present,  for  the  creation  of 
several variants of text-to-image gener-
ation and chat bots, but the �eld is far 
more varied and goes back at least as 
far as research in the 60’s using punch-
tape  to  attempt  to  analyze  sonar  sig-
nals,  electrocardiograms,  and  speech 
pattern2. While generally considered as 
a multi-dimensional neuronal modeling 
approach to prediction,  it  may also in-
corporate  any  number  of  learning, 
regressions and analysis models. 

A more recent and common approach is the arti�cial neural net-
work (ANN). These attempt to (in various capacities) simulate the 
networks of neurons in on organic system.3 This primarily views 
those neurons in an interlinked nodal con�guration.4 In this �eld 
several layers of inter-connected nodes take a number of inputs to 
predict a number of outputs.(Figure 6) The weighting of these nodes 
connections at each layer changes as the network is trained. As 
these  layers  and  node  counts  increases  it  eventually  becomes 
what is known as  deep learning.  One of the known di2culties of 
the machine learning �eld,  especially  as this depth increases,  is 
that once these intermediary nodes are trained and weighted, it is 
nearly  impossible  to  look  inside  to  determine  how  the  model 

2 Machine Learning, Wikipedia 2023
3 More modern approaches to simulate the organic brain and some of the e=ciency bene>ts come 

in the form of spiking neural networks (SNNs) but they still follow the same general nodal 
structure.

4 There are several attempts to further this metaphoric approach through simulations of the actual 
electrochemical spiking patterns produced by the neurons, rather than purely the volume of signal 
per neuron, but such research and references are beyond the scope of this thesis.

Figure 6: Representation of a simpli-
5ed ANN network. (Glosser.ca) Such 
designs would include several more 
hidden layers, and likely a number 
more inputs and/or outputs.
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makes its decisions.5 Even in comparatively simple attempts to ex-
plore the layers of the AI blackbox, it can be incredibly di2cult to 
understand what one is looking at. In What Neural Networks See 

(Kogan, G. 2017) one is provided software to do just this on a convolu-
tion neural network (CNN) to assess the nodal layer determining a 
simple image classi�cation system. As can be seen, while some 
identi�able patterns might emerge, the relevance of those is di2-
cult  if  not  impossible  to  determine  let  alone  there  cumulative 
meaning.(Figure 7) As such, any biases introduced into the system, 
mathematical or human, becomes baked into the algorithm with 
little capacity to audit besides via analysis of inputs and presumed 
outputs.

Figure 7: Sample feature detection maps. (Kogan, G.)

Adversarial design

One of the methods that has been built on top of the ANN training 
model is the capacity to not just train the model on known values, 
but to adversarially train it against its results in order for it to prove 
that it can perform correctly – re�ning the model’s �t if it can not. 
This technique best gained recognition in the �eld of generative ad-
versarial networks (GANs) (Goodfellow, 2014) used to train text-to-im-
age models  such as  OpenAI’s  Dall-e.6 But,  beyond its  use  as  a 
means to train the model, it also de�nes a research �eld of attacks 

5 There are several organizations working in the realm of AI auditing and transparency, but most 
large existing models were not built with these needs in mind.

6 These model have largely been supplanted by diffusion models in the case of image generation 
and large language models in the case of chatbots, but these algorithms are again out of scope of 
this research as they have little bearing on the theory or design.
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on machine learning models  to  demonstrate failures and weak-
nesses.  These  have  most  popularly  been  used  against  image 
recognition  systems through works  such as  Adam Harvey’s  CV 
Dazzle (Harvey, 2010) which used hair and make-up styles to prevent 
facial recognition or stickers that while easily discernible to a hu-
man, cause an image recognition algorithm to hallucinate a false 
physical identity  (Wei, 2022). Such attacks are constantly being up-
dated  and  deployed  by  researchers  as  those  producing  the 
algorithms retrain to defeat them.

In the following experiments, this will serve not only as part of the 
training functionality for the machines, but as well an extension of 
the hostile architecture metaphor – as they work adversarially to 
the human creative intelligence and move to prevent the actions 
and shape the reactions intended by the performer.

Figure 8: Saliency map for CV Dazzle Look 6. Model: Jason. Saliency evaluation from 
New York Times Op-Art photoshoot. (Image: © Adam Harvey)
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Machines learning music

Much of the uses to date within the realm of sound and music ma-
chine learning has sought to replicated that for which it has been 
used within the visual and text �elds. This can easily be seen in the 
close  analogs  between  text-to-image  generation  and  equivalent 
acoustic mimicries of music by genre and text description. As well, 
the large language model approaches that have been used to pro-
duce blocks of writing can be alternative tweaked, trained and re-
deployed  to  produce  generative  musical  scores.  Sound  /  song 
recognition algorithms (such as rights management, song identi-
�ers, shot spotter, translation, and word recognition for wire-tap-
ping)  equivocate  themselves  with  with  visual  identi�cation 
algorithms both in style and often in use-cases. Sound style trans-
fers such as Qosmo’s Neutone (Shibata, Et Al. 2022) audio plugin take 
an audio input and attempt to translate it to the sound of speci�-
cally trained instruments through Rave (Callion, 2021) in a manner not 
unlike image style transfers. 

The intent of these works is rather not use prior invention to assist 
in  the creation of  like  content,  but  to  take the prior  efforts  and 
prevent their continuation within live performance. 

Cultural histories of acoustic & algorithmic 
antagonisms

Within the realms of sound, there is already a long history of its use 
as a disruptive tool. We can assume the shofar’s ability to crumble 
the walls Jericho were likely not a literal tale, but its clear from the 
story’s  existence  that  sound  has  a  long  held  place  as  a  force 
weapon in the cultural zeitgheist. Several modern and real exam-
ples can be found in this direction. As a torture device it has been 
used in  locals  ranging from Chile  under  Pinochet  to  Auschwitz-
Birkenau  –  from  Afghanistan’s  Bangram  to  Guantanamo  bay.7 
These include intentional uses of music such as heavy metal and 

7 Avramova, Nina. The dark side of music: Using sound in torture. Published by CNN Health, 
February 20, 2019. Retrieved from https://edition.cnn.com/2019/02/08/health/music-in-torture-
intl/index.html October 2024

https://edition.cnn.com/2019/02/08/health/music-in-torture-intl/index.html
https://edition.cnn.com/2019/02/08/health/music-in-torture-intl/index.html
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against Manuel Noriega in 19898 and Baby Shark as prisoner tor-
ture  in  the  United  States  more  recently9.  Offensive  or  directed 
sound, rather than music,  can be found in the use of the LRAD 
sound canon, deployed against protestors in Ferguson, MI (USA).10 
Perhaps the most direct intersection of sound with hostile archi-
tecture  is  in  the  Mosquito;11 a  device  designed  to  play  a  high-
pitched tones most adults can no longer hear to deter teenagers 
from using public space.

Meanwhile,  machine  learning  has  as  already  presented  itself  in 
many  formats  as  an  antagonistic  force.  Beyond  the  prior-men-
tioned algorithmic designs built into the dark patterns of app us-
age, one can look to law enforcement’s willful ignorance of years of 
science �ction and legal precedents and speculations on the con-
cept of innocent until proven guilty to extend into the realms of pre-
crime, exceeding even the errors already presented by algorithmic 
sentencing mentioned later. This interpretation of justice has been 
already deployed in military use with devastating consequences. In 
his essay, The Future of Death: Algorithmic Design, Predictive Analy-

sis, and Drone Warfare,  Anthony Downy discusses just such con-
cerns.  Having the opportunity  to  see him speak at  the  How an 

Image Matters panel of Transmediale 2023 (Downey, 2023) he goes in 
depth discussing how in Kabul in 2021 a US aid worker, Zemari Ah-
madi,  was  algorithmically  targeted  based on movement  pattern 
pro�ling and a drone strike authorized without human intervention 
or  review.  This  pattern-based  interference  underscores  the  ex-
tremes  of  attempts  to  interfere  based  on  intended  movement. 
These systems show little sign of being recalled to better analyze 
there e2cacy or externalities – as can be seen by the present-day 

8 Music torture: How heavy metal broke Manuel Noriega. Published by BBC News, May 30 2017. 
Retrieved from https://www.bbc.com/news/world-latin-america-40090809 June 2024

9 Minnyvon Burke, Oklahoma inmate who sued over alleged 'Baby Shark' torture tactic is found dead 
in his cell. Published by NBC News, Sept 13, 2022. Retrieved from 
https://www.nbcnews.com/news/us-news/oklahoma-inmate-sued-alleged-baby-shark-torture-
tactic-found-dead-cell-rcna47486 May 2024

10 Lily Hay Neuman. This Is the Sound Cannon Used Against Protesters in Ferguson. Published in 
Slate Aug 14, 2014. Retrieved from https://slate.com/technology/2014/08/lrad-long-range-
acoustic-device-sound-cannons-were-used-for-crowd-control-in-ferguson-missouri-protests.html 
Aug 2024

11 Gary Crystel, Is the Mosquito Alarm an Infringement on Human Rights?. Published online in Civil 
Rights Movement, Feb 28 2024. Retrieved from https://www.civilrightsmovement.co.uk/mosquito-
alarm-infringement-human-rights.html Aug 2024

https://www.civilrightsmovement.co.uk/mosquito-alarm-infringement-human-rights.html
https://www.civilrightsmovement.co.uk/mosquito-alarm-infringement-human-rights.html
https://slate.com/technology/2014/08/lrad-long-range-acoustic-device-sound-cannons-were-used-for-crowd-control-in-ferguson-missouri-protests.html
https://slate.com/technology/2014/08/lrad-long-range-acoustic-device-sound-cannons-were-used-for-crowd-control-in-ferguson-missouri-protests.html
https://www.nbcnews.com/news/us-news/oklahoma-inmate-sued-alleged-baby-shark-torture-tactic-found-dead-cell-rcna47486
https://www.nbcnews.com/news/us-news/oklahoma-inmate-sued-alleged-baby-shark-torture-tactic-found-dead-cell-rcna47486
https://www.bbc.com/news/world-latin-america-40090809
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use and expansions  of  systems such as  “Gospel.”(Brumfield,  2023) 

Such might also be interpreted through the use of ML sentencing 
software used by courts to determine likelihood of recidivism (Nikol-
skaia, 2020) but in this case, on similarities between the defendant’s 
life circumstances and those of an accumulation of strangers (Ho, 
2023).

Antagonism as play

While the above uses of ML present several detriments, they are 
sold as positive technologies.  They are claimed to erase biases 
and prevent human error. This research aims for the reverse. I sell 
it here as a direct aggression against the performer, but in doing 
so, hopefully provide a platform that in fact allows a novel means 
to explore improvisational performance in a manner closer to com-
petitive sport. It has already been demonstrated that pain may ex-
ist as an element of play – most clearly in  Painstation12 merging 
the classic computer game,  Pong, with electroshock punishment, 
but that lacks the performative level of play I address here. Return-
ing to the acoustic warfare of this section’s open, each example 
given is the use of sound as antagonist, but not as any direct inter-
ference with a musical performer. This is perhaps because the act 
of performance has a built-in feedback mechanism in the form of 
the audience. Due to the nature of courtesy, however, this feedback 
is rarely direct when in the negative. The performer must assess 
engagement, but the use of a strategic yawn or boo-ing13 by the au-
dience is rarely (outside of Hollywood fantasy) witnessed to pro-
vide  the  negative  response  –  more  often  it  is  but  the  visual 
disinterest or exit  of the crowd. The ML in this case provides a 
stern judge, that while not assessing the performance for audience 
interest, can at least give a direct (if occasional – or perhaps even 
frequent) response to the lack of creative variation in a given per-
formance. All this again belies the fact that it is the musician who 
is training the machine at all times on what and how to judge. In 
this (im)balance of teaching:training that a tension can occur. The 

12 Volker Morawe and Tilman Reiff, 2001. Between its similarities to the function of a device in the 
James Bond movie, Never Say Never Again (1983) and the legal concerns of Sony, it is now known 
as "The artwork formerly known as PainStation"

13 I did in fact witness boo-ing of Le Compte de Hoffman at Salzburger Schauspiele, so in some 
formats (re-interpreted classical production, ie) this is more regular than my understanding.
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performer wants to play what is unexpected by the machine, as the 
machine learns how the performer tries to avoid prediction. Adding 
to these that predictions will yield false positives (and/or correct 
predictions, but with incorrect reasoning), while the musician, un-
able to determine an accurate or inaccurate match, might attempt 
to further shift their performance style. They may, over time, nei-
ther  converge  nor  diverge,  but  produce  merely  an  incoherent 
dialogue of data – as the audience watches on eating popcorn.
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Taxonomies of performance
These classi�cations exists to provide a basic framework for ex-
ploration and should only be regarded as highly simpli�ed ones at 
that. They are not intended to be exhaustive. The �rst explores the 
motions from the perspective of the performer.

Figure 9: Division of performance by anthro-mechanical action
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The second is instrument-centric, addressing the form of actions 
performed upon them.14

I  will  not  further  describe the decisions in  producing these tax-
onomies. Their primary function was that of an early analysis for 
potential design creation, rather than their own work. One can �nd 
techniques  in  the  following  sections  that  easily  might  be 
referenced back, if one is inclined to return to this section. 

14 The basic separations made here are primarily going to, by some necessity, be de>ned by the 
format of instrument and will thus somewhat follow a typical instrument breakdown. Sub-
branches are based on the physical motion rather than the produced sound. 

Figure 10: Divisions of performance by applied force characteristic
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Performance learning strategies
(all may be combined)

Live response

The  primary  presumed  means  of  interaction  with  the  learning 
model would be one where-in, with some pre-training, the model 
continues to train during the performance, such that there is an in-
terplay between the performer and the algorithm, each ‘trying’ to 
thwart the other. The algorithm, of course, in that it is directly in-
tended to prevent what it  has learned as the performer’s habits, 
and the performer,  in an attempt to �nd means of performance 
which do not trigger the antagonistic response. As such a perfor-
mance,  however,  would continue to train the model,  it  becomes 
harder  for  the performer to improvise something that  is  neither 
pure randomness, nor too predictable. This general concept of the 
live response is what the �nal project and many of the thought ex-
periments  are  based on.  The following are  just  as  suitable  and 
adaptable,  but  in  this  instance  were  not  pursued  as  further 
avenues of exploration.

Per-performance evolution

In this alternative approach, the model could be trained only on 
prior performance, and thus there might be the opportunity for the 
artist to learn what it predicts through the duration of performance. 
In this way, the performer may start incapable of performing regu-
larly, but be able to play in a new fashion semi-4uidly by the end. To 
keep a versatile approach, each performance could be learned in 
succession, such that each sequential performance is iterative of 
the prior(s). Beyond the someone lesser dynamics of interplay that 
the live learning would possess, this would require playing out over 
a  much  longer  time  frame  and  could  actually  become  quite 
interesting as a series if done well.
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In composition

The prior strategies extend to another intriguing concept that could 
function with either, although likely be better suited for the per-per-
formance model (in either case out of the scope of this present re-
search).  This  is  the  capacity  for  one  to  attempt  to  compose  a 
score ahead of time which presumes the algorithms predictions. 
Of course, such a score, if perfectly composed in this regard, would 
be more like beating a video game than providing an interesting 
performance,  because  if  perfect,  the  algorithm would  never  re-
spond, at which point one just witnesses a normal performance. It 
could also lend itself to cheating if viewed this way as one could, 
for example, compose once in a minimalist capacity, and then go 
for a complex jazz arrangement the next (and nothing besides hon-
esty would prevent the same improvisationally) Depending on the 
means of interference, however, the more imperfectly planned the 
score, the more interesting it could become, because if the musi-
cian  cannot  improvise,  then  all  errors  are  pre-baked  and  all 
predictive responses could well overtake the intended actions.

Software architectures 
The following are software only approaches to the learning strate-
gies. Being software, the are thus the simplest to implement, but 
the  forthcoming  hardware  suggestions  will  be  built  upon  these 
core concepts. These are expanded in the discreet and variable in-
terference paradigms below, but are given initially as these soft-
ware considerations inspired those paradigms as well as the other 
sections below.

Performance blocking 
(expected notes can not be performed)

As has already been lightly tried, It is simple enough to train a sys-
tem to learn a sequence of notes and mute those which are pre-
dicted as next in the sequence. This might be expanded, with some 
complication,  to consider polyphonic input.  Many techniques for 
predictive scoring already handle polyphony in a manner not too 
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dissimilar from single note input, with chords just counting as a se-
quence with minuscule durations. This produces quite reasonable 
results.

Expansions on this theme include the use of weighting (explored 
frequently  in  further  concepts).  Two  implementation  strategies 
come to mind. The �rst is to use the weighting as a randomizer, so 
the prevented input is not solely the one deemed most likely, but al-
lows variation that might be expected in performance. A cut-off 
threshold for top-weighted can be included to avoid penalizing the 
performer unnecessarily based on random 4ukes. For example, of 
twelve notes, none below the three most likely would be muted, 
with each of those three having a mute probability based on its 
predicted  chance.  As  such,  the  most  likely  note  is  most  likely 
muted but the second or third may be as well. This also allows for 
more resiliency should two notes be equally determined to follow. 
The second implementation uses the weighting as a means of vol-
ume control such that, while the top option may be muted, the next 
most likely might be merely quieted as a function of its likelihood. 
This latter approach seems more optimal, or at least interesting, 
for the analog possibilities inherent in a physical realization, rather 
than software, however.

Performance altering 
(expected notes are changed)

In the preceding format, the software is relying solely on prevention 
(or potentially at least, diminishing sound). Alternatively, it might, 
upon performance of a given note, swap that note to the one least 
expected. Or one of those least expected based on a probability 
function of the lowest weighted. This could lead to interesting live 
recomposition (and the possible confusion of the performer). 

Time domain

Neither of the above so-far consider the time domain, but purely 
pitch and speci�cally pitch as note in a sequence. The time be-
tween each note is not yet in play. An alternative algorithm might 
instead use the above techniques of silencing or altering based on 
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a time expectation rather  than sequential  selection.  A more ad-
vanced approach still could incorporate both time and sequential 
expectation into the equation. 

Beyond  the  algorithm’s  intent,  it  should  be  considered  that  the 
longer time domain features of song structure may required longer 
training periods. This may be partially mitigated by the su2cient 
pre-training. It might be further aided through an expectation that 
each section maintains a structure that  can be recognized,  and 
that many performances keep to a key, and so a range of notes 
can  be  generally  deemed  unlikely  (although  this  latter  is  less 
consistent in experimental contexts).

The other  area in which the time domain becomes the primary 
concern  is  in  the  tracking  of  rhythmic  performances,  although 
something that incorporates the sequential approach might still be 
relevant to the series of drums in a kit.

Live-generative [anti]scoring

Another approach still, which I do not intend to explore, but will dis-
cuss for completeness is one that is only hostile to the performers 
capabilities to perform what they know. It is in a situation where 
the performance is analyzed as the musician plays, but rather than 
a real-time approach, it could play with the idea of pre-composed 
sheet music. As each sheet’s performance nears completion, the 
next page is generated for the musician to attempt to play. While 
this may seem antagonistic to the musician only in-as-much as 
they are playing something unfamiliar, and potentially anti-familiar, 
this would only hold true for the �rst page of generation. Each fol-
lowing page would actually provide the counter-structure to that 
produced prior  plus any account  for  errors of  the performer.  In 
such a situation, the algorithm becomes primarily self-hostile, and 
in fact may end up writing pages that are only against itself, as it  
would compose against the performer’s errors, which may in fact 
make  an  easier  score  for  the  performer.  The  more  perfect  the 
performer, the more self-effacing the algorithm.
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In the following section I will demonstrate and categorize the appli-
cation and expansion of these concepts to physical devices as well 
as  provide  some  design  concepts  that,  while  software-based, 
cannot exist without the hardware component.
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Instrument-centric interventions
Expansion into adversarial instrument design with sketches.

Discreet interferences

Blocking operations per-event.

i. Prevention (timing)

Simple blocks or mutes prevent the 
possibility of moving any performa-
tive  element  of  the  instrument. 
This would be most applicable to 
rhythmic  considerations,  when 
taken  in  isolation.  Anything 
pressed or hit could in some man-
ner be blocked. In the case of the 
drum or drums, other methods may be better suited such as mut-
ing. Prevention in this case would likely use an interference method 
as below.

ii. Prevention of multiple (melody, sequence)

The �rst logical step building upon the 
prior interference is to grow this to an 
array of blocked elements,. Keys, for ex-
ample,  could be incorporated with the 
above performance blocking algorithm 
to  prevent  the  playing  of  any  note 
deemed  su2ciently  likely.  Beyond  pi-
ano-style  keys,  this  could  also  be  ap-
plied  to  other  instruments  such  as  a 
woodwind’s pads. As discussed in the background research sec-
tion,  there  have  already  been  developed  strategies  to  suggest 
movement to aid in performance learning [Figure 11]. Such a device 
could easily be modi�ed at the algorithmic level to instead suggest 
against or prevent a motion.
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iii. Muting (timing, melody, sequence)

Some  instruments  do  not  lend 
themselves  to  a  means  of  fully 
stopping the motion. Stringed in-
strument  and  drums  would  re-
quire  clunky  devices  for  such. 
Mutes  offer  the  compromise  of 
hindrance over prevention. In these cases the system applies pres-
sure through a padded device minimizing vibratory potential on the 
relevant component. In many cases this can be as effective as pre-
vention, although in others it  merely diminishes the sound while 
changing it timbral characteristics

iv. General interference

In this scenario, the instrument itself 
does not change per se. Instead the 
instrument is either providing interfer-
ence  or  is  interfered  with.  Such for-
mats  might  include  a  drum kit  that 
moves the kit pieces in, out, up, down 
or not at all as determined by perfor-
mance.  Alternatively  elements  might 
be designed to get in the way or an-
noy generally the performer. These dovetail in many regards with 

Figure 11: Illustration of clutched mechanism to shift 
5nger position on holed instrument.(Zhang, 2019)
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the distractive response section below in discussion of performer-
based, rather than instrument-based, interferences. 

Variable interference paradigms

Operations with a non-binary inference or result variability.

i. Variation to tension (ie. string)

Rather than preventing or minimizing a note, string tension adjust-
ments  could  create  notes  intentionally  against  the  performers 
wishes. Such a device would not so easily be able to perform a 
note based on it lack of expectedness, but could instead interfere 
with  the  performers  melodic  sense  as,  if  the  affected  element 
(string, I.e.) is played, the note will not be that which is intended. 
The degree to which such a strategy could shift the pitch would de-
pend  greatly  on  the  instrument  string  tension  and  would  be 
technically quite challenging.

ii. Cross-talk to alternative note

Most  easily  implemented in  MIDI-style  performance and comes 
from the prior software-based discussion – this approach could 
quite easily extrapolate a predicted likelihood for all  notes. Upon 
the playing of a note, the one with a lesser likelihood would instead 
be played.  Variations to how this is  determined including cutoff 
threshold  to  play  the  performed  note  at  and  which  alternative 
notes to play could lead to wide avenues of exploration. As with 
many of the purely algorithmic techniques, the need to predict and 
compare before sounding would introduce a small latency in per-
formance,  but with su2ciently simple predictive models the dis-
crepancy is likely to be minimal. With little doubt, it would likely be 
less a concern for the performer than the actual change of note, 
especially to more practiced musicians. In theory this could be im-
plemented in hardware as well, but only for very few instruments. 
The hilarity implicit in the complexity of a piano set to shift ham-
mers to alternative strings is exceeded only by the comedic sim-
plicity of a trombone slider constantly trying to move to its least 
likely position. 



30    Concepts & Thought Experiments ▶ Instrument-centric interventions

iii. Variable resistance

As opposed to purely  blocking/muting a key,  one might instead 
have some form of resistance applied. In this way the performer 
has feedback as to what the algorithm believes will be played and 
can still,  through a certain degree of force, play any desired ele-
ment. A less analog version could provide merely a minor, tactile 
resistance resistance as indicator, so the performer has the feed-
back with less interference of pushing through variable resistance 
forces.

iv. Stochastic probability variation

This technique is not based on a speci�c note, or variable probabil-
ity directly. The inferred note here is instead based on a random 
chance equation using the performed note as input. In a similar 
vein, the timing might be offset using a randomizer based on prob-
ability of the note at that time – the less likely the performer is to 
play at a time, the more on-time that performed note is. This could 
be determined by timing of any event, the timing of the speci�c 
note,  or  the timing in relation to a melodic/harmonic sequence. 
When considering the performance feedback elements of this ap-
proach, the existence of a low-chance note being adjusted, when 
the performer would not expect it, could lead the performer to infer 
a level of predictive dimensionality to the algorithm based on sur-
prise – especially if the offsets are allowed to be especially large. 
Unfortunately this would not allow performance of a note faster 
than performed. As a potential remedy, notes deemed unlikely by 
pitch or timing could be added without the performer intent.
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Sample instrument modi,cations
Based on the above, a few simple instrument designs are given 

which might better present some of the ideas from before. Some 
of these would be relatively easy to implement, others less so. 

Drum

Perhaps  the  simplest  of  inter-
ventions,   A  controlled  arm(A) 

mutes  the  drum head  when  a 
hit is expected. As per the prior 
section, the degree of pressure 
can be used vary the head re-
sponse.  Due  to  the  required 
placement away from the likely 
striking position, there would be 
expected  variation  to  reso-
nances  and  limited  ability  to 
fully mute the head.

Cello

In  this  representation,  performance 
of strings(A) may be prevented by the 
intervention  of  mutes  before  the 
bridge(B).  Tonal modi�cation and in-
terference,  meanwhile,  could be ad-
justed through controlled gearing of 
secondary  tuning  pegs(C) –  while 
leaving the primary tuning intact.

Figure 13

Figure 12
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Keys

This example suggests modi�cation of a fairly standard electronic 
keyboard. As is standard, keys(A) send the note when depressed 
su2ciently  to  hit  the  receptors(B).  However,  a  variably  resistive 
pressure is instituted through a pneumatic device(C) which allows 
in4ation response into chambers (i.e. 1,2,3) beneath the keys. In the 
illustration, the chamber(1) is fully in4ated, indicating the algorithm 

has determined it  to be a likely 
next note, while the partial in4a-
tion  of  chamber(2) indicates 
some possibility and de4ated(3) 
is unexpected.15 The greater the 
pressure  in  each  chamber,  the 
more effort required by the per-
former  to  play  that  given  note, 
rewarding  an  unexpected 
progression. 

15 The pressures here are illustrative. In a more realistic representation all chambers would have 
similar levels of inMation and the variation to internal pressure would not be so aparent.

Figure 14
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Performer-centric intervention
Rather than affecting the instrument, these restrict or alter per-

former motion directly. Using the prior taxonomies, one can break 
down a few simple categories of which physical actions and 

gestures can be limited and what effect those might have.

Body physicalities to interpret

i. Large motions (waist, spine)

These include an array of full-body kinetics most frequently em-
ployed in the control of an instrument in whole. A swaying of the 
hip or  full-body lean are most often dramatic carriers on stage. 
Less often do these actions produce direct sound, however in the 
case  of  some larger  instruments  (movement  along  a  su2cient 
range on piano), or those with some heavier strength requirement 
(ie washtub bass) these larger dynamics are a required element to 
produce their tone or character.

ii. Medium movement (shoulders, neck, elbows, knees)

For many percussive instruments, this is the primary driver. Simi-
larly the percussive or long motion elements of other instrument, 
such as the bowing of a violin, or strumming of a guitar. This cate-
gory frequently carries a pitch character – i.e. through ascending/
descending the length of a piano’s keys or guitar’s frets. More di-
rectly,  a trombone’s slide action directly translates arm to pitch. 
Naturally,  the  limbs  can  similarly  add  4are  and  style  to  a 
performance.

iii. Small movement (digital, labial, lingual)

These cover an array of musicalities.  Certainly,  digital  motion is 
most commonly associated with the playing of a range of keyed in-
struments, from woodwinds, to brass, to keyboards and includes 
the  pitch  control  of  strings.  Many  simple,  though  often  quieter, 
percussives may be produces as well. 
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In the case of oral movements, the versatility of the mouth through 
voice performance is quite broad, and must be sectioned off as 
out-of-scope for this discussion as I’m focussing on instrumenta-
tion. The labial and lingual controls however provide many of the 
rhythmic  and  tonal  qualities  of  breath-based  performance 
instruments.

iv. Breath

I’ve separated breath as it can fall into a range from quite large, to 
imperceptible.  Even  when  not  directly  producing  an  element  of 
sound as it would in a brass or woodwind instrument, it is nonethe-
less a feature in the more obvious acts above. It is integral to all 
styles of performance and has heavy in4uences on tempo and mu-
sician temperament, even if little acknowledged in many cases.

Means to register

The array of techniques available to ingest various human actions 
is complex and broad. There is not yet any full-body action deter-
mination which is not in some manner unreliable or a burdensome 
hindrance to a live show. Some basic inputs include the simplistic 
if unreliable, such as stretch sensors, or a wide array of existing 
movement sensors, gloves, and other wearables (falling often into 
a category that might be de2ned as 

bulky). Additional options could be 
incorporated  on  a  per  instrument 
basis  with  a  variety  of  touch  or 
pressure  at  the  point  of  contact 
and although such designs might 
be the most relevant to the sound, 
they  ignore  the range of  motions 
by  other  elements  of  the  body 
bringing that motion to bear.

Additionally, while likely less sensi-
tive to de�nitive motions, and more error-prone than many options, 
especially motion sensors, electro-muscular sensors can provide a 
somewhat detailed look at motion with relatively slim interface to 
the performer. Extrapolating motion from this type of component 
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become much more complicated on the algorithmic side and be-
comes a trade-off on the number of sensors feasible for any gener-
alizable performance. Fortunately, these have been demonstrated 
capable of discernment of a range of motions from a fairly limited 
sensor count with reasonable accuracy. (Jiralerspong, 2017)

Pose estimation provide a more modern approach through analy-
sis of video by trained machine learning to infer the locations of 
joints. This frees the musician from any physically worn devices. 
However, these algorithms are only recently becoming fast enough 
to collect realtime information from this, and even still with some 
delay. These models are also trained for speci�cs – ie one model 
responds the joints of the larger body, while another is required for 
(reliable) �nger motion. They are also likely to falter when faced 
with the capacity of most instruments to get in the way. In the fu-
ture, individually trained models could be produced that acknowl-
edge the  instrument  (or  possibly  even track  it  as  addition  data 
points), but at present these complications prevent its viability for 
my uses.  

Means to control

The  greatest  di2culty,  when 
considering  an  adversarial 
component  as  a  function  af-
fecting  performer,  rather  than 
instrument, is that most design 
approaches  require  some  ele-
ments  of  bulk.  Any  such  ma-
chinery that is attached to the 
performer may well  look inter-
esting, but fail when one of the 
goals is generalizability  to any 

instrument.  A  number  of  bio-mechanical  interfaces  exist,  and 
many have even been used in artistic performance artists such as 
Stellarc,16 among others. Pullies, motors, pneumatics and the like 
can all be rigged to control the potential human movement. The 

16 Stellarc’s Parasite, Event for Invaded and Involuntary Body (1997) utilized, among several other 
components, an array of muscle stimuators to control his movement involuntarily. These were 
however controlled by an online public rather than algorithm.
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only  ideas  for  such  interfer-
ences  I  could  devise  having 
not seen were either tension-
ing belts or some form of pis-
ton device that in both cases 
serves  to  function  as  an  ab-
surdist  breath  control  (Figure
15).  These  would,  of  course, 
suffer no less as a hindrance 
to anything approaching a nat-
ural  performance.  (even  if 
successfully amusing)

An alternative  strategy  would 
be to provide resistance through electromuscular  stimulation.  A 
properly  supplied  and  controlled  voltage,  sent  through  a  given 
muscle, results in contraction. An assortment of these has been al-
ready shown to performatively cause involuntary motions.[Figure 16] 
Here, it would be not driven by rhythm or intended facial control, 
but produce contractions deemed by the algorithm to be counter 
to  the  performer’s  intent  forcing  anti-desired  motions  (with 
potentially unsafe results)

Figure 15: Early sketches of breath-limiting devices

Figure 16: Daito Manabe’s "Face visualizer, instrument and copy" 2008 used an array of 
electrodes to stimulate facial muscles in sync with electronic beats. (Schwatrzman, 2011)
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Any of these options, mechanical or electromuscular, still have lim-
itation in the amount of hardware one can attach to the body, espe-
cially at the level of small digits, and still have a reasonably capable 
performer. As discussed later, due to the interlinked nature of mus-
culature,  there are means to infer the motion of digital  muscles 
indirectly. 

Figure 17: Combination device sensing muscular movement and controlling 5nger mo-
tion via wire tension
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Generalized interference
So far, these examples have been based on quite speci�c physicali-

ties, especially in regards to those factors that are intended to limit or 
control the abilities of the performer. Here are presented more gener-

alizable approaches that can be employed to the/any performance 
without speci�c reference to a particular discreet aspect of action.

Adverse response

This technique strips the response down to its most basic founda-
tion of function. The system learns from the performer, makes a 
prediction,  and punishes the performer should the prediction be 
correct. The deeper considerations here are more in the array of in-
puts which might be used as penalty.  A number of methods of 
negative feedback can be used in this situation. The most gentle of 
these being that of visual indicator such as a light’s activation or 
color shift.  More belligerently,  auditory indicators can be used – 
with the added bene�t that these: a) interfere with the performed 
sound, b) can punish the audience. More assertive still are the tra-
ditional techniques of penal retribution – the physical. Any number 
of mechanical devices could be employed in this regard, such as a 
motorized stick or whip. Pokers on solenoids or other such mecha-
nism could be other possible methods (although perhaps not so 
sharp as to risk injury [ie Figure 18]). The problems with such (beyond 
danger) is that their bulk can, once again, limit the performer mo-
tion to a great degree. A further option, then, is electroshock, as 
such devices are readily and easily attached discretely (although, 
no less requiring some level of safety precaution). 

To  expand  this  option,  the  level  of  feedback  can  be  controlled 
based on a number of controls, but primarily the con�dence level 
of the prediction. It might be further expanded by comparing multi-
ple most-likely events, and sending a response at a level deemed 
appropriate for the con�dence, so multiple results may simultane-
ously be deemed  wrong  or  predicted, but those for which it  has 
lower con�dence would result in a lesser sanction.
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Distractive response

Taking a side-angled view of the above punishing response, there 
are some interesting, and performatively amusing, alternatives that 
develop. These fall  under the category of responses to distract/
confuse the performer, thus to cause irregular performance. These 
can introduce a certain sense of play back into the, perhaps ever-
more-sterile approaches above. Instead of some form of painful 
whipping, a tickling feather in the ear might be one example. Tak-
ing  the  concept  of  the  auditory  indicator;  a  buzz  or  screeching 
sound may work well  as a direct punishment,  but one could as 
easily trigger vocal samples. A performer constantly being yelled at 
by the computer for their laziness and predictability could be quite 
the performance indeed! To take it a step further, and incorporate 
one more level of performance, why not involve volunteers who, 
given cues by the algorithm, visit any number of vocal or physical 
interventions upon the performer if they are incapable of su2cient 
novelty.   As with most elements discussed here,  a combinatory 
approach is certainly a possibility.

Figure 18. Image from scene, “The Torturer’s Apprentice,” a farcical opera in The 
Baron Munchausen (Gilliam, 1989) in which the performer tortures humans with 
pikes to each then scream a different note. Here, I suggest a similar technique 

but to interfere with the performers themselves.
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Background
In realizing what might be a conceivable project design using the 
prior concepts, a few speci�c choices had to be made based on 1) 
feasibility (within budget & timeline) and 2) creative performativ-
ity.17 To the �rst end, a combinatory audio and body-signal-based 
interpretation approach was decided for generalizability to any mu-
sical performance, relative simplicity of components, and permit-
ting  a  failsafe  (audio  only)  variation  should  greater  complexity 
designs not be realized.  The intervention strategy then involving 
electromuscular  stimulation (EMS) to  cause intentional  (counter 
performance) muscular motion, with the likely fallback being the 
use of the EMS as punitive shock in the case of performance-pre-
diction  matching.  This  combination  then  satis�es  the  second 
question of performative interest in that:

•It can function with multiple styles of musical instrumentation.

•There is a clear visual component in the form of connected 
electrodes 

•There are likely visual and auditory component which become 
part of the performance as result from the performers response 
to the EMS

•Additional visual information may be added for the audience 
and/or performer to see how close to registering as predicted 
the performance is and to stimulate audience inquiry

17 An early experiment in this realm existed in the form of a simple pitch classi>er/predictor/mute. 
Each time a key was stuck, the note was simpli>ed to a single octave twelve note scale and using 
a neural network, retraining on each note, the next note would be muted if the prediction was 
played. While seemingly functional, it did not hold up under testing, certain errors like the same 
note or two always being predicted would occur. On the other side, playing only one note repeated 
often would not even be caught. Without su=cient additional programming knowledge or 
explanation of the base algorithms/libraries I was unable to debug and this experiment was 
abandoned. Due to the very limited result of the experiment, I felt it best relegated to a footnote 
rather than a signi>cant exploration on the path to >nal production.
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Design Order

1. Develop auditory analysis structure, test of various forms 
of music and sound

2. Source EMG components, test functionality

3. Produce intercommunication between EMG and software layer

4. Develop and test strategies for analyzing and classifying 
EMG signals

5. Build EMS and test circuits and interface

6. Build pretrained models for audio and EMG pose predictions

7. Test models with visual indicator (no EMS)

8. Calibrate for reasonably expected performance

9. Fine-tune and stylize wearable components.

10. Test with real performance and calibrate further

11. Perform
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Software design
The following diagrams and explanations will show the general al-
gorithmic  plan  that  was designed through this  process.  On the 
software  side,  a  combination  of  MaxMSP,  FluCoMa  toolkit,  SP-
Tools and simpler Markov and regression models were used for 
the analysis, training and predictions. 

Largely, these are divided into two main sections:

1. Audio analysis determining tonal, rhythmic, and general 
variation in sound characteristics

2. Biosensorial (electromyographic) analysis, determining 
physical movement

These two are then combined to create an overall determination of 
prediction vs detection. It should be noted that as this text and the 
software are being developed concurrently and the software regu-
larly  updated,  that  some elements  of  the  result  may vary  from 
what is presented here, but only in fairly minimal considerations.



Figure 19: Data path of audio learning software
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Audio analysis

The �rst thing one might note when analyzing this section is there 
are multiple paths of analysis and comparison. While there are sev-
eral factors at play,  and some of this was by original intent,  the 
sub-paths within pitch-based system were the emergent result of 
development testing as will be discussed below.

Rhythm

This section is tasked with predicting the likelihood of something 
that  might  count  as a new hit  (note,  beat,  etc).  This  is  accom-
plished using FluCoMa's “onsetfeature” algorithm.  Rather than a 
pure amplitude thresholding, it can respond as well to components 
such as spectral analysis and phase deviation.18 The complex work 
being thus handled, the time between onsets is then built into a se-
quence of time differences. These are fed into a simple (regularly 
retrained) regression model which then determines the likelihood 
of the next onset from the prior sequence. If the time between per-
formed onset and predicted time to next onset is within a thresh-
old then this determined to be a match. Weighting, based on how 
close to the exact prediction, may be then applied.

Pitch

While the design for this section started out as direct as the above,  
the testing procedure resulted in  much greater  complexity.  This 
chain starts with a pitch detection using the YinFFT19 algorithm 
with additional input from the onset estimation to determine a new 
value.  The YinFFT algorithm is  unfortunately  not  well  suited for 
polyphonic interpretation, yet was still  quite reliable in prediction 
even with complex polyphonic sounds. Alternative methods exist 
such as  Mel-Frequency Cepstrum Coe2cients  (MFCC)  to  deter-
mine spectral character, followed by dimension reduction, but be-
yond the added complexity layers, this also is not as well suited to 
tone based performance. Alternatively one could use MFCC on a 
per-note, per-instrument basis to train for polyphony, but beyond 

18 The algorithms used can be explored in Hainsworth, Stephen and Macleod, Malcolm. 2003. Onset 
Detection in Musical Audio Signals. Proceedings of the 2003 International Computer Music 
Conference, ICMC 2003, Singapore, September 29 - October 4, 2003. Michigan Publishing 2003

19 https://essentia.upf.edu/reference/streaming_PitchYinFFT.html 

https://essentia.upf.edu/reference/streaming_PitchYinFFT.html
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the extensive labor of such an approach, it would not be suited for 
any instruments untrained. Again, in testing, the monophonic pitch 
estimator was su2cient in most cases.

The frequency was then simpli�ed into a pitch class (0-11 corre-
sponding to c-b(+1 octave)) and the sequence fed into predictive 
models similar to the above rhythmic estimation. This is where this 
section became more complicated. In the interest of determining 
what the optimal settings were, I built out multiple models to play 
against each other. In this testing, I  found that different musical 
styles resulted in different methods producing improved results. As 
such,  all  tested formats  were  kept  and two extra  layers  added. 
First, it was noted that quite often, multiple model resulted in the 
same prediction. As such, I included an extra prediction based on 
the most common prediction. Additionally each prediction (includ-
ing  the  most  common  prediction)  was compared  with  the  per-
formed result. The percentage of matching values is then used to 
determine both an overall (all-time) accuracy and, using a ring buf-
fer, an accuracy based on the most recent values. These accuracy 
values can then be used to select which value should be used for 
upcoming determinations. 

A complete merger and weighting of all predictions may have been 
used, but beyond the unnecessary complexities of such a system, 
it also gives two results which are undesirable. In one, the values 
are all so low weighted that the performance is never determined 
to match. In the other, with so many potential predictions, it gives 
an unfair chance the algorithm �nds one that matches by chance 
and punishes the performer excessively. 

In tests, the performance ranges were typically 1.5-2x better than 
chance and sometimes as high as 4-6x. Occasionally and interest-
ingly, the individual results came in as low as one half as accurate 
as predicted by chance suggesting the predictions had a speci�c 
offset bias. This is quite an interesting result, but did not occur with 
su2cient frequency to determine what might cause the de4ation. 
The 1.5-2x range seems a relatively comfortable area to fall in as 
2x implies an accuracy of one in six notes, and excessive accuracy 
risks over-punishment of the performer.
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Novelty

This layer operates quite differently from the others. It is more of a 
sliding window approach of recent input that determines not spe-
ci�c onsets, but variation in the character of the input overall. This 
is accomplished with the novelty resource from FluCoMa which 
uses a combination of spectral domain analysis and self-similarity 
matrices.20 The result is meant to allow for longer period slicing of 
audio into similar regions. Here it is instead operating as a determi-
nant of variability  overall.  Based on the input,  there is a general 
weight of current novelty based on frequency of novel feature dis-
covery. This �nal layer is useful for, among other things, types of 
performance the other two layer might not be able to predict. In 
fact, this is largely because this section is not what one would typi-
cal  de�ne as predictive per se. It  operates instead on variations 
over time. The clearest examples of where this might best be able 
to detect what the others would miss being those styles within am-
bient or drone genres as these would have very few onsets to pre-
dict  rhythms  and  quite  slow  tonal  progression  to  predict  next 
tones.  While  these  could  be  compensated  for  by  dialing  in  the 
thresholds  for  variation  detection,  this  method  allows  them  to 
operate within reasonable parameters. 

Combination

These three layers are merged with their weighting to produce a 
global comparison of predictive accuracy. Each layer can, above a 
certain threshold, trigger independently, while also at lower thresh-
olds  trigger  if  the  predictive  accuracy  of  others  suggests  a 
performance quality that was generally predicted on all counts.

Thresholding

Each of these has a built in self-adjusting threshold level in an at-
tempt to have an out-of-the-box system for any performance. In re-
ality some adjustments will usually need to be made based on a 
given style and also the musician’s personal thresholds for pain 
level and regularity.

20 https://ccrma.stanford.edu/workshops/mir2009/references/Foote_00.pdf



                                         Figure 20: Data path for electromuscular software learning
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Electromyography analysis

Electromyography (EMG), or the measurement of the electrical sig-
nals produced through muscle movement, can be used to deter-
mine an array of physical motions using deep learning networks as 
has been explored in the literature.21 Although many of these set-
ups are more complex than I could produce in this work and more 
detailed in their process, there exists systems that have demon-
strated reasonable (n=17) pose classi�cations using fewer signals 
(2x22, 3x23). This is easily su2cient for my task. Additionally, while 
prior research needed to train for speci�c poses, either for interpo-
lation for prosthetics or as a means of gestural control, my project 
requires only that I have classi�cations of whichever gestures are 
common  to  a  given  performance.  It  need  not  determine  what 
those postures entail as speci�c gestures, only the commonalities 

in  signals  between  them. 
This provides a freedom that 
a  pre-trained  model  is  not 
only  unrequired  to  begin  a 
performance,  it  may  in  fact 
be  a  hindrance,  as  training 
from one  motion  set  to  an-
other,  especially  on  different 
performers, is unlikely to hold 
su2cient and regular cluster-
ing. The periodic learning can 
and  does  reliably  build  the 
classi�cation clusters  during 
live performance. 

The system for prediction is algorithmically more complex than the 
audio predecessors,  but  as much of  this is  handled by the Flu-
CoMa toolkit it is not so complicated on the production side. The 
signals from the two EMG signals uses variation detection to de-
termine changes in posture.  The signals are then analyzed to a 
multidimensional �eld using the pre-described MFCC method. the 

21 Pizzolato S, Et Al. 2017
22 Jiralerspong, Trongmun, Et Al. 2017.
23 Li, Q. and Li, B. (2013)

Figure 21: Testing of EEG pad placements
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full array of coe2cients from both signals are then reduced to two 
dimensional clusters which are given a per-cluster value assign-
ment. Clustering takes place using principle component (PC) anal-
ysis. More modern perceptron based reductions were too unstable 
with each new data point having a chance to completely reorder 
the two dimensional plot resulting in a complete rearrangement of 
clusters. Each determined change is also fed back into the algo-
rithm for periodic re-analysis and rebuilding of the clusters, so the 
stability of PC is signi�cant. 

As these retraining steps are more intensive than retraining of the 
simple linear models,  a balance must be struck between coe2-
cient  counts,  trigger  regularity  and retraining frequency.  For  this 
reason, the number of coe2cients is kept relatively low. Given the 
minimal frequency range (around 5-450hz) compared to a typical 
audio signal, this reduction is not of dramatic concern and higher 
coe2cient quantities tend to have signi�cantly diminished returns. 
An additional bene�t of the MFCC method is that by stripping the 
�rst coe2cient, we remove base amplitude, which is generally not 
associated with gestural response, but with signal error. 

After  the  clustering  stage,  a  much simpler  regression  model  is 
again employed to learn the sequence of cluster labels, predict the 
following cluster and compare to the performed result. As the anal-
ysis is relatively fast, the latency from the prediction is primarily de-
termined  by  the  sample  time  required  to  collect  su2cient 
frequency data. Onset for prediction is only used to produce the 
training, and prediction is based on the change from one cluster to 
another.

In the case that this project is further expanded, these signal could 
be used to send the prediction’s reverse signal to trigger muscle 
motion, but in its current iteration, the result is merely a weighted 
predictive  match.  This  is  once  again  combined  with  the  tonal 
matching and the overall con�dence used to determine wether to 
send a punitive signal.
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Hardware design
The  physical  production,  while  seemingly  comparatively  simple, 
had several issues of both hardware and personal safety that had 
to be considered. At its base, the system uses two EMG sensors 
and one EMS stimulation device controlled by the software side. 
For the microcontroller, an ESP32 was selected for its WiFi capabil-
ity, thus isolating it from the computer in case of circuit issues aris-
ing from the high voltage stimulation device. The air-gap further 
prevents possible crosstalk with the EMGs as their circuits rely on 
detection of low-level  signals and voltage interference over USB 
was regularly visible, especial in the event the computer relied on 
50Hz  AC  supply.  The  EMG  boards  are  relatively  inexpensive 
AD8232 boards. These are effectively op-amps with recti�cation, 
smoothing and �ltration to  typical  EMG signal  range (5-450Hz). 
EMS was generated by an off-the-shelf transcutaneous electrical 
nerve stimulation (TENS) intended for pain/pleasure recreational 
application. Its only modi�cation was to the output leads cable to 
be able  to  control  its  output  via  ESP32-activated relay.  Unfortu-
nately, for this revision this also meant there could not be con�-
dence-based  electrostimulation.  Replacing  the  manual  level 
control with a digital potentiometer is a possible future considera-
tion, although given the other limitations of the current device, it is 
likely preferable to �rst look at new options for the EMS generator.
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Figure 23: Signal diagram of physical components

Figure 22: [left] First functioning assembly of components, [right] Analysis of electrostimulation signal 
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Electrode Placement

Considerations  in  the  realm of  postural/gestural  recognition  re-
quired considerations beyond placement at the muscular ends, es-
pecially  considering  the  limited  lead  count  I  would  be  able  to 
measure. As a starting point, the suggestions in prior literature (esp. 
Jiralerspong, 2017) provided su2cient. Given that my algorithm is non-
gesturally speci�c, I was able experiment with the placements and 
settled more on what gave the most reliable signals. This was im-
portant in the exploration of producing a wearable device. An array 
of attachment strategies exist, and while the most common and 
reliable is the one-time sticky pad, the wearable is superior in many 
respects. These include not only aesthetics, but the repeat re-us-
ability which is especially important if used in rehearsal as repeat 
application of disposable pads is time consuming, mildly frustrat-
ing and wasteful. Prior exploration in this vein exist (incl. H. Wu, 2021). 
Drawing from these, simple metal pads seemed the most accessi-
ble technique. There is signal loss from this form of contact, but 
given the non-speci�city of classi�cation as discussed above and 
certain mitigation techniques,  such as application of electrocon-
ductive gel, these losses seemed minimally problematic. This bore 
out in testing, even without the use of the gel (although the gel did 
minimize spiking). The greatest issue being the need to maintain 
contact. With good design practice, even this was not fully neces-
sary for satisfactory results, as the detection and clustering of lost 
contact tended to have equivalencies with speci�c forms of mo-
tion,  but  again,  full  contact  and  gel  providing  quite  improved 
response.
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Aesthetics

Physical presentation

The �rst, and perhaps easier of the two presentation elements to 
discuss is the worn, physical elements. The design is primarily built 
around function. Wiring and device containers are designed to be a 
point  of  visible  interest,  naturally,  but  also  to  be  relatively 
inconspicuous  and  out  of  the  way  for  the  needs  of  the 
performance. 

On the EMG side,  the �rst instinct was the 
elastic compression sleeves present a sim-
ple and re-useable method for  wearing the 
electrodes. By using snap fasteners, I could 
both  secure  the  wire  contact  and  use  the 
fastener metal as skin contact.(Figure 24) Ad-
ditionally,  by  drilling  through  the  buttons,  I 
could provide a means to apply electrocon-
ductive gel through the sleeve. Unfortunately, 
the  amount  of  compression  provided  by 
these  sleeves  was  insu2cient  to  maintain 
good contact at the wrists.  This design was 

discarded to try the updated version using a series of adjustable 
elastic straps using a bolt/washer/spike combination.(Error: Reference
source not found) These demonstrated their 
ability  to  maintain  contact  quite  well, 
were visible more interesting,  generally 
more secure and provided easier access 
for gel application. 

For the TENS/electroshock side I simply 
produced two wide-band elastic straps 
with velcro fasteners. The TENS device 
was  then  connected  to  two-each  of 
25mm spikes with interior washers for 
improved contact.(Figure 25) Gel could be 
easily  applied  before  to  increase  the 
level of punishment. 

Figure 24: Sleeve test

Figure 25: Spiked arm-straps
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Tying the two together is a high-visibility vest. This was selected in 
part due to the aesthetics implications of danger, as well as gen-
eral style choices. Interior pockets left and right contain the con-
troller  circuits  and  the  TENS  device,  allowing  some  visual 
representation  of  the  operation  through  their  LEDs  and  quick 
access in case of emergency need to shut down.(Figure 26)

Figure 26: Vest 5t test. [right arm(L)]: EMG sensor straps. [left arm(R)]: electroshock 
sleeves. [vest center-L]: microcontrollers. [vest center-R]: TENS device
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Supplementary visual devices

There is a di2culty in presentation when using something such as 
electroshocks. Depending on the level to which the voltage / pain 
level is set, there may not be much to engage with from the audi-
ence perspective as to realizing when the performer has been pun-
ished – without which they are left to wonder when/if the musician 
is adjusting strategies. To remedy this a few plans were considered 
and any or all may be implemented for a given performance. 

The simplest version is to use some form of lighting to give an indi-
cator that a shock is taking place – using the common language of 
a red light for example, or momentary high-frequency strobe. This 
can be expanded depending on the algorithmic approach to give 
multiple light cues to evidence which element(s) of predictability 
has been violated (rhythmic, melodic, etc) or also the current prob-
ability risk for anything that has a temporally growing risk thresh-
old. The latter could again use common lighting language such as 
green yellow red progressions common to street lights.→ →

The second technique  in  development  is  providing  a  data  feed 
through projection or other large, visible display. Having already im-
plemented visual testing of the algorithms for training, I was able 
to  make  an  arrangement  that  shows  some  of  the  behind-the-
scenes data that is entering and leaving the system. The look is 
constantly being re�ned to make the aesthetic more interesting, 
but one element I consistently, intentionally avoid in this is labeling 
or any exposition to give clear meaning to the data. The reasons 
are two-fold. First, if the audience is spending their time reading 
and comparing the data to the performance, they are less focused 
on that performance, and the visual is meant as an accentuating 
element of interest, rather than focus. The other is that it creates a 
kind of game for those who are intent on focusing to try to look at 
the  data  displayed and attempt  to  �gure  out  what  each of  the 
datagraphs and numbers mean.



Figure 27: Visual data presentation. [Top, left to right] The progression of EMG sensor input to analysis to 
prediction. [Bottom] The same for audio but in three sections for pitch prediction, beat prediction and nov-
elty. Additionally a 5nal section (bottom right) includes indicators for trigger punishment and emergency re-
set controls. 
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Results

First Performance

Sonic Saturdays - Lecture Performance. September 8, 2023. 

Anton Bruckner University, Linz

In order to assess this project in its goal as performative interfer-
ence, an initial short demonstration was scheduled for the  Sonic 
Saturdays series of the Ars Electronica Festival 2024 to take place 
at  Anton  Bruckner  University.  The  originally  intended  structure 
includes four parts. 

1. A short performance by myself without explanation to the 
audience. 

2. A brief lecture explaining what was happening in the 
performance.

3. An additional performance by a volunteer.

4. Audience feedback.

The intention of this structure is to allow an audience to view a per-
formance  without  understanding  what  was  going  on  (although 
with some visual feedback, to give some clue of what was occur-
ring). Giving the explanation after then allows the second perfor-
mance to occur with an understanding where they can better judge 
(and completes the audience   performer  computer feedback! !  
cycle). In the feedback I could then document the reaction of the 
audience both when unaware and when fully informed
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Due to a variety of factors, the above structure was not fully ad-
hered to, neither did it function as intended. While in the above I 
planned the introduction to focus on theoretical underpinnings, al-
lowing the audience space to attempt analysis and determine what 
was happening with the system. Due to time constraints, I realized 
that: 

1. I would not have time for proper rehearsal with my 
intended instrument and 

2. This would lead to even less clarity than intended. 

As such, my introduction shifted, somewhat late, into a merger of 
the original with a too-condensed version of the technical aspect. 
Between this overly-simpli�ed explanation, both of the technology 
and background,  with the poorly rehearsed performance,  the re-
sults were not ideal. It can be stated that, from conversation with 
attendees, the concept in general was quite interesting. Yet, many 
of the comments were inquiries into those elements I did a poor 
job explaining. There was also some intrigue in the idea – speci�-
cally in the context of the electronic music device with which I per-
formed,  as  many  styles  of  electronic  music  default  to  quite 
repetitive  structures.  Audience  members  liked  the  attempt  at 
forcing a breakage from this tradition. 

Regarding  the  setup  itself,  as  few di2culties  became apparent. 
First was that I did not have the time to actually correctly wire the 
electro-shock device, so as a stand-in the punishment became an-
noying buzzing sounds. This had two advantages: it incorporated 
the audience in the punishment, and different sounds were used 
that could indicate to me which of the types of predictability I was 
violating (motor, pitch, rhythm, etc). The downside is that the ele-
ment of risk would have made the performance better in general. 
The second issue, which is solved in later iterations, is that, having 
run out of EMG pads for the sensors, I used the electrostimulator 
pads. These, it turned out, had a different connection gauge than 
the EMG pads. This is why you can see my arm wrapped in black 
tape [Figure 28] rather than the electro-pads seen in testing [Error: Refer-
ence source not found]. As might be noted, the intent to have an audi-
ence  volunteer  performer  did  not  happen.  The  reality  of  the 
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structure would have made it di2cult, but beyond this without the 
electro-shock functioning at that time, the drama of requesting a 
volunteer would have been quite diminished. Neither would it have 
been likely a random volunteer would immediately have been able 
to  produce  an  engaging  performance  with  only  the  Moog 
Mother-32. In any case, the realization that the EMG and EMS pads 
were not connected through the same standard prevented that it 
could have happened as no volunteer could have been wired. 

Lessons

While EMG sensors were selected for pose and gesture estimation 
based on existing literature, this was also with an intention to be 
able to counter  some of  those movements through the electro-
stimulation. As this became too complex to produce, and punitive 
electro-shock was used, an array of other sensor might have pro-
vided a much simpler and potentially more consistent means to 
analyze and predict  motion,  especially  given the long history  of 
such wearables. That said, given that using EMG for gestural deter-
mination is  still  a  �eld in active development by many large re-
search  players  (including  those  with  in�nite  budgets  such  as 

Figure 28. The tape-as-fastener approach is here seen during the lecture section from 
Sonic Saturdays
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Meta), it was certainly more interesting to explore the challenges 
inherent in their  use as signal.  This project seems unique in de 
novo, rather than pretrained gestural determination and there could 
likely be further research in that path, as this technique requires no 
foreknowledge of predetermined discreet motions.

Regarding the EMGs boards, the AD8232s used are cheap, readily 
available and reasonably documented. On the other hand, they lack 
protective circuitry and I found myself burning through the �rst two 
with simple wiring error (or in the second case, the interference of 
another in the lab). While not dramatic, these setbacks each meant 
both a stoppage of the ability to work while awaiting the shipment 
of new boards. The electronics-based delays also appeared in my 
realization that none of my MOSFETs or relays were reactive to the 
voltage levels of the ESP32s pinouts. (ie. the reason I made the 
change  to  sound  penalty  over  shock  during  the  performance). 
Moreover, while the direct line is between EMG and muscle con-
traction is no longer there, there use nevertheless works in this re-
gard conceptually as, to the audience, there is still a biomuscular 
signal and a biomuscular response. In future development of this 
project, with the possibility to use higher quality voltage stimula-
tors, it can also be of bene�t that I have already done this side of 
the work and further expansion to greater electrode counts would 
require little new developmental overhead.

The thresholding at  time of performance was set manually and 
auto-thresholding functionality has since been added, but the expe-
rience  demonstrated  that  it  is  likely  that  some manual  level  of 
threshold testing/setting will  always be required. These primarily 
affect the interpretation of the audio, as the EMG signals are rea-
sonably  consistent,  especially  once  sent  through  the  MFCC 
analysis. 

Design updates

The following have been addressed in the hardware/software de-
sign sections, but to cover with acknowledgement of production 
timeline, they are brie4y restated here. On the software side, a few 
elements were added. Among these were:
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• Auto-threshold functions to limit the amount of time in setup 
would be required to >ne tune note, beat and motion detection.

• A time-out function to prevent multiple shock triggers 
without time to adjust performance

• An array of visual improvements to the data display

• Various tweaks and calibration updates

By the prior performance none of the wearable components had 
yet been completed (or in some cases started). This test-execution 
at  Sonic Saturdays aided in their creation by giving a preview of 
some of the issues that might be faced, such as cables and skin 
contact maintainence. 

Preparations for second performance

Tangible Music Club. Upcoming January 22, 2024. STWST, Linz

With the production of all layers of the device successfully com-
pleted, it was able to be demonstrated in a very preliminary context 
at the  Tangible Music Lab.(Figure 29) As the equipment and perfor-
mance  were  quickly  assembled  without  rehearsal,  the  perfor-
mance itself lacked in any particular interest musically, but through 
it the hardware/software combination showed itself to be able to 
function within performative context. 

In the intervening time between this writing, the project will con-
tinue to be updated for improved aesthetic and function. Ideally the 
software will  be updated to control  lighting as discussed in the 
“Supplementary visual devices” section prior. In the meantime the 
musical elements are being assembled and rehearsed to create an 
improvisational  electronic  set  that  can  play  off  of  the  design 
predictors in a manner engaging the audience.



Figure 29: Brief demonstrative performance at the Tangible Music Lab, Linz
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Further research
This project has been an enjoyable exploration of what, I believe, is 
a unique take on some old concepts regarding machine learning, 
improvisation and performative autonomy in the face of the tech-
nosphere’s growing in4uence. Many of the algorithmic techniques 
discussed here are not new. Neither are many of the ideas of per-
formative measurement,  musical  analysis,  or  punishment based 
interaction.  It  is  hoped,  however,  that  this  combination  –  used 
against the performer – can provide not only a novel framework 
for exploring originality and creativity in musical performance, but 
can also work to draw attention to the metaphorical connections 
of hostile architectures, both those literally within the built environ-
ment,  and �guratively  in  regards  to  presumptions  both  glorious 
and terrifying in the realm of machine learning and its in4uences 
on our lives and behaviors. 

Algorithmically, this might have used more modern ML techniques, 
such as  perceptrons  (as  was done in  the  �rst  experiment  with 
pitch class prediction). But these are not particularly necessary in 
this  capacity  and,  moreover,  the  CPU  overhead  of  newer  tech-
niques certainly does not equal the returns. One of the interesting 
components of this project is its now oft-mentioned cyclic feed-
back nature, which when taken to its logical conclusion mean that 
nothing designed here could ever be allowed to be fully accurate – 
as if that were possible. The closer any predictive model gets to 
perfection in this cycle, the less performance is possible. Any per-
fect model would not only predict the performed, but infer the per-
former’s likely next attempts to circumvent the prediction. Should a 
model work this well, it collapses, the performer can play nothing 
(or is under constant pain in the current production). As with  Dr. 
Doolittle’s pushmi pullyu (Loffing, 1920), it would cease to be a perfor-
mative cycle and would instead just  be two heads pulling from 
center  and  going  nowhere  –  the  anti-Ouroboros  (or  uber-
Ouroboros, perhaps?). Fortunately, no such predictive algorithm is 
so perfect and, as mentioned, part of the algorithmic calibration is 
trying to tune exactly what threshold of predictive accuracy must 
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require a performer’s efforts of avoidance, without prevention of 
execution. 

Perhaps  hostile  architecture  is  not  the  right  metaphor  here,  so 
much as evolutionary response. Although in both it could be said 
that there is no activity on the current generation, whether architec-
tural or biological, but in the following generation’s response to the 
response we see a similar cycle to that intended with this perfor-
mance.  Nature’s  self  selection  for  those  things  which  survive24, 
whether it be antibiotic resistant bacteria or those plants de�ned 
as weeds against which our agriculture struggles. A recent article 
addressing the later in the MIT Technology Review has the title, 
“The weeds are winning.”(Main, 2024) This positions our techno-
logical systems as that which the weeds overcome. If we turn this 
on its head and view the prior-mentioned control systems, both ar-
chitectural  and  algorithmic  as  instead  the  technological  weeds, 
and produce systems exploring how to improvise against them, 
perhaps we can manage to keep our own weeds from winning. Or 
perhaps this  can just  be  a  musician’s  exercise  in  improvisation 
through frustration and punishment built  on an inversion of  the 
common intent of the learning algorithm. 

24 There are multiple forms of genetic selection beyond the natural selection implied here, especially 
in more complex species. For the sake of metaphor, these will be here-ignored.

Figure 30: A pushmi pullyu as represented in the 1967 adaptation of Doctor Doolittle 
(Fleischer, 1967)



Afterword: 

Expansions to other movement-based performance artforms
While this research is focused on actions as relate to musical 
practice, it lends itself as well other performative artforms, most 
speci�cally dance, but also in some cases of experimental 
theater. The taxonomies above could easily be expanded to 
include style of personal motion. The means of interference, 
especially those which interface with the body directly could have 
quite interesting use-cases – performers that must stay upright 
as the devices decide typical upright is not allow for example. The 
breath-work integral to many movement-based practices as well 
being as much a part of the performance tempo as on the 
musical stage.
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